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   Abstract—Hyperspectral  image  super-resolution,  which  refers
to  reconstructing  the  high-resolution  hyperspectral  image  from
the input low-resolution observation, aims to improve the spatial
resolution of the hyperspectral image, which is beneficial for sub-
sequent applications. The development of deep learning has pro-
moted  significant  progress  in  hyperspectral  image  super-resolu-
tion, and the powerful expression capabilities of deep neural net-
works make the predicted results more reliable. Recently, several
latest  deep  learning  technologies  have  made  the  hyperspectral
image super-resolution method explode.  However,  a  comprehen-
sive review and analysis of the latest deep learning methods from
the hyperspectral image super-resolution perspective is absent. To
this  end,  in  this  survey,  we  first  introduce  the  concept  of  hyper-
spectral image super-resolution and classify the methods from the
perspectives  with  or  without  auxiliary  information.  Then,  we
review the  learning-based  methods  in  three  categories,  including
single  hyperspectral  image  super-resolution,  panchromatic-based
hyperspectral  image  super-resolution,  and  multispectral-based
hyperspectral  image  super-resolution.  Subsequently,  we  summa-
rize  the  commonly  used  hyperspectral  dataset,  and  the  evalua-
tions for some representative methods in three categories are per-
formed  qualitatively  and  quantitatively.  Moreover,  we  briefly
introduce  several  typical  applications  of  hyperspectral  image
super-resolution,  including  ground  object  classification,  urban
change detection,  and ecosystem monitoring.  Finally,  we provide
the conclusion and challenges in existing learning-based methods,
looking forward to potential future research directions.
    Index Terms—Deep  learning,  hyperspectral  image,  image  fusion,
image super-resolution, survey.
  

I.  Introduction

HYPERSPECTRAL  (HS)  sensors  can  record  rich  reflec-
tion  information  covering  a  continuous  and  wide  spec-

trum range.  Thus,  HS data  is  usually  equipped with  a  higher
spectral  resolution,  having  dozens  or  hundreds  of  spectral
bands,  which  reflects  the  subtle  spectral  properties  of  differ-
ent  objects  [1].  Because  of  the  superior  capacity  of  discrimi-
nating key features of the captured scene [2],  [3],  HS images
have  been  widely  applied  in  many  fields,  such  as  mineral
exploration [4], vegetation classification [5] and change detec-
tion [6], to name a few. Constrained by imaging devices, there

is always a trade-off between spatial and spectral resolution of
HS data. Compared with the natural image, the HS image has
a low spatial  resolution to  keep an acceptable  signal-to-noise
ratio.  As  a  result,  the  development  of  some  applications  is
hampered, limiting the further exploration of HS data. Due to
the  theoretical  and  technical  limitations  of  hardware  equip-
ment,  it  is  vital  to  investigate  algorithm  techniques  to  over-
come the spatial resolution restrictions.

Super-resolution (SR) task aims to improve the spatial reso-
lution of the input data, which has received intensive research
in  the  HS  field.  Before  the  prevalence  of  deep  learning,  the
early  methods  leveraged  the  traditional  approaches  including
Bayesian  model  [7]–[9],  tensor  representation  [10]–[14]  and
matrix  decomposition  [15]–[19],  etc.,  to  solve  the  ill-posed
problem. Typically, these methods highly depend on the prior
that  is  sophisticatedly  designed,  such  as  self-similarity,  spar-
sity, or low rank of the HS image, to regularize the SR recon-
struction  process.  However,  the  drawbacks  of  these  methods
have  been  increasingly  apparent.  On  the  one  hand,  the  tradi-
tional  heuristic  models  have limited expression ability.  Thus,
they usually fail  to restore the high-frequency details.  On the
other hand, the handcraft priors are simple and rough so they
do  not  satisfy  the  complex  real  scenes,  resulting  in  limited
reconstruction  performance.  The  motivation  for  introducing
deep  learning  into  HS  image  SR  is  to  overcome  the  limita-
tions of traditional methods. First, driven by data, deep learn-
ing  models  have  powerful  expressive  capabilities  with  the
help of external datasets. Second, mature network structures in
deep models can better explore the spatial-spectral correlation
of HS images, so as to obtain more valuable features. Benefit-
ing  from  these  advantages,  deep  learning  promotes  tremen-
dous progress in HS image SR, achieving outstanding perfor-
mance far exceeding traditional methods.

From the perspective of source data, existing learning-based
methods  for  the  HS  image  SR  task  can  be  divided  into  two
categories:  single  HS  image  SR  and  fusion-based  HS  image
SR.  The  former  only  utilizes  a  single  low-resolution  (LR)
input  to  recover  the  high-resolution  (HR)  result.  In  recent
years, single HS image SR has received a lot of attention due
to extensive deep learning investigations in the natural image
SR  task.  In  the  single  HS  image  SR  task,  researchers  are
devoted to exploiting rich spectral information and processing
the  high-dimension  features,  generating  the  HR  HS  image
with  spatial-spectral  consistency.  With  additional  auxiliary
information, the latter methods fuse the HS image with auxil-
iary images, including panchromatic (PAN), RGB, and multi-
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spectral (MS) images, to improve the spatial resolution of the
observed HS image.  The goal  of  this  fusion-based HS image
SR is to produce the HS data with finer spatial resolution than
HS  sensors,  instead  of  showing  a  higher  spectral  resolution.
Generally,  these  auxiliary  images  captured at  the  same scene
as  the  LR HS image have a  higher  spatial  resolution.  On the
one hand, the simultaneous acquisition of HS data with either
MS or PAN images in some existing satellites such as Prisma
mission2  [20]  and  Gaofen  5-024  [21]  activates  the  potential-
ity in the design and development of these fusion-based meth-
ods. On the other hand, due to the excellent characteristics of
fused images, fusion-based HS image SR has also been flour-
ishing  with  deep  learning.  These  fusion  methods  are  dedi-
cated  to  establishing  the  relationship  between  two  inputs,
serving for  feature  extraction  and fusion.  Because  of  the  dif-
ferent emphases in various HS image SR tasks, it is appropri-
ate  to  review the deep learning-based HS image SR methods
according to the above categories.

The motivation for this work is as follows. On the one hand,
in the past decades, HS image SR has prospered by virtue of
deep  learning,  and  the  research  on  deep  SR  models  has
entered a new stage. Whereas, the early surveys [1], [22] only
present  the  traditional  fusion  methods  with  the  absence  of
recent findings. On the other hand, existing surveys [23]–[26]
mainly focus on the specific HS image fusion task, For exam-
ple, these works [24]–[26] provide the review and guideline of
the HS and MS image fusion. [23] contains some state-of-the-
art HS-MS and HS-PAN approaches. Few works comprehen-
sively  review  the  latest  technologies  from  the  HS  image  SR
perspective. To this end, we propose a comprehensive survey
for  the  state-of-the-art  on  the  use  of  deep  learning  in  the  HS
image  SR  task,  which  could  help  relevant  researchers  better
understand  the  current  development  status  of  the  HS  image
SR field.

The overall framework of this survey is shown in Fig. 1. In
particular,  we  concentrate  on  the  deep  learning  works  for
improving the spatial resolution of HS data, rather than spatio-
spectral  SR  [27],  [28]  and  spectral  SR  [29]–[31].  We  first
review the single HS image SR. Then, we give a review of HS
image SR methods with the assistance of PAN images. Since
the well-known pansharpening problem [22] is to fuse the MS

image  with  the  PAN  image,  some  works  confuse  them  in
naming. Although HS and PAN fusion task is denoted as HS
sharpening in [32], to avoid confusion, we regard these meth-
ods  as “PAN-based  hyperspectral  image  super-resolution”.
Finally, we comprehensively review the MS-based hyperspec-
tral  image  super-resolution  with  the  MS  or  RGB  image  as
auxiliary  information  as  most  methods  do  not  distinguish
between  MS  and  RGB  images  on  purpose.  In  natural  HS
datasets,  the  MS  image  is  equivalent  to  the  RGB  image  or
contains RGB and near-infrared bands, while in remote sens-
ing HS datasets, the MS image contains multiple bands, such
as six bands from Blue to SWIR2 in Indian Pines and Wash-
ington DC datasets. From a technical level, there is not much
difference  between  deep  learning  HS  image  SR  methods
based on MS and RGB images.  It  is  worth noting that  a  few
methods  [33]–[36]  fuse  multiple  images  to  super-resolve  HS
images, which will not be introduced in detail. Moreover, we
sum up the commonly used dataset and conduct a brief evalu-
ation  of  representative  deep  learning-based  methods  in  each
category.  Subsequently,  some  typical  applications  of  HS
image  SR  are  introduced,  i.e.,  ground  object  classification,
urban  change  detection,  ecosystem  monitoring  and  medical
imaging.  In  the  end,  we  put  forward  some  prospects  for  the
future study with the challenges that exist in HS image SR and
summarize this survey.

The  rest  of  this  paper  is  organized  as  follows.  Section  II
introduces the notations. Section III is devoted to the introduc-
tion of  methodologies  for  single HS image SR, which is  fur-
ther  divided  into  three  categories:  two-step  methods,  group-
based  methods,  and  others.  In  Section  IV,  PAN-based  HS
image  SR  approaches  are  considered  from  four  aspects:
model-guided  methods,  straight  fusion  methods,  multi-stage
methods,  and  other  end-to-end  deep  learning  methods.
Section  V  is  about  MS-based  HS  image  SR  algorithms.  The
classification  of  techniques  in  this  category  is  performed  by
describing  the  mathematical  fundamentals  and  reviewing  the
related  literature.  Section  VI  supplies  a  conclusion  about  the
commonly used datasets in the HS image SR task. Section VII
introduces  the  commonly  used  evaluation  metrics  in  the  HS
image SR field and three experiments have been conducted to
compare  the  state-of-the-art  methods  in  three  categories  for
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Fig. 1.     Overall framework of the survey.
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qualitative  and  quantitative  evaluation  in  Section  VIII.
Section  IX  displays  some  studies  of  HS  image  SR  applica-
tions.  Finally,  challenges and new guidelines are proposed in
Section X and we draw a conclusion in Section XI.  

II.  Notations

Y ∈ RH×W×C

X ∈ Rh×w×C h = H/s
w =W/s

P ∈ RH×W×1 Z ∈ RH×W×c

c <C

For a convenient description, we first introduce some nota-
tions  used  in  the  paper  before  introducing  the  various  meth-
ods. Let the desired HR HS image be denoted as ,
where C is  the  number  of  spectral  bands, H and W are  the
height  and  width  respectively  of  the  HR  HS  image.  The  LR
HS  image  is  supposed  as ,  where ,

 are  the  height  and  width  respectively  of  the  LR HS
image  with  the  scale  factor s.  We  denote  the  PAN  image  as

 and  the  MS  image  is  referred  to  as 
with lower spectral resolution ( ).  

III.  Single Hyperspectral Image Super-Resolution

Single  HS  image  SR  does  not  utilize  the  auxiliary  image,
mining  only  information  from  the  LR  image  itself  to  recon-
struct  the  HR image,  which  has  a  wider  range  of  application
scenarios. According to the development of techniques, learn-
ing-based  methods  can  be  roughly  divided  into  three  cate-
gories.  

A.  Two-Step Methods
Traditional methods for single HS image tasks are based on

handcraft  features,  which  only  reflect  the  characteristics  of  a
certain aspect of HS images. And the optimization in the test
stage is complicated and time-consuming, resulting in limited
performance. With the rise of deep learning in the vision field,
the  neural  network  has  been  introduced  into  the  single  HS
image SR task. Early, some methods attempt to use the convo-
lutional neural network (CNN) as a part of the algorithm and
combine  the  post-process  for  further  optimization.  Li et  al.
[37] and Hu et al. [38] made use of a spectral difference con-
volutional  neural  network  followed  by  the  spatial  correction
strategy for post-processing. Resorting to dictionary learning,
He and Liu [39] applied a Laplacian pyramid network to learn
the coarse HR HS image and reconstructed the spectral infor-
mation  by  non-negative  dictionary  learning.  Considering  that
the wavelet could capture image structures in different orien-
tations, in [40], the 3D CNN is applied to predict the wavelet
coefficients of HR HS image that can be obtained by inverse
wavelet  transform.  The  nonnegative  matrix  factorization
(NMF) can decompose a nonnegative matrix into a product of
nonnegative matrices, which is proven to be helpful in the SR
task. Thereby, the NMF strategy has been popular as the post-
process  to  enforce  the  intermediate  HR  HS  image  that  is
obtained  by  a  tailored  CNN  correlated  to  the  LR  one
[41]–[44]. With the relatively low spatial resolution, pixels in
the HS image are usually mixed with different materials. The
spectral curve of each pixel in the HS image is the mixture of
different  pure  material  reflectances,  and  these  pure  materials
are called endmembers. Considering the mathematics simplic-
ity and physical effectiveness, each spectral curve is assumed
to be modeled by a linear spectral mixture model. Thus, based
on the hypothesis of the linear model, the HS image could be

decomposed  into  the  product  of  the  endmember  and  abun-
dance  matrix.  To  fully  exploit  the  intrinsic  properties  of  HS
images,  Lu et  al. [45]  designed  a  dual-branch  network  with
spatial  spread  transform  function  for  inferring  abundance
maps, then reconstructing the LR and HR images to character-
ize  the  spatial  collaborations.  As  illustrated  in Fig. 2(a),  this
operation that first super-resolves the bands just by their spa-
tial information and then incorporates a manual way to make a
further utilization of the spectral information is inflexible and
unstable.  Meanwhile,  the  performance  of  the  NMF  highly
depends on the iteration times and the number of the endmem-
bers.  For  this  type  of  method,  the  noise  generated  by  the
unmixing  operation  is  inevitable  during  the  mapping  opera-
tion, which makes a negative influence on the SR process.
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Fig. 2.     Diagrams of single HS image SR: (a) Two-step methods; (b) Group-
based methods.
   

B.  Group-Based Methods
Since HS images have dozens or hundreds of spectral chan-

nels,  rebuilding  all  spectral  bands  simultaneously  requires  a
large-scale  model.  Thereby,  some  methods  concentrate  on
grouping  the  whole  HS  image  along  the  spectral  dimension
into spectral subgroups for SR, which is displayed in Fig. 2(b).
Since the neighboring bands of the HS image are highly corre-
lated  in  the  spectral  domain  [4],  according  to  the  correlation
coefficient curve, the key bands are firstly selected and super-
resolved  by  a  CNN while  the  whole  HR HS image  is  recon-
structed by further optimization [41]–[43]. To learn an end-to-
end  map,  Li et  al. [46]  developed  a  group  deep  recursive
residual  network  (GDRRN)  using  the  group  convolution  to
reduce  the  number  of  parameters.  Sharing  the  same  insight,
SSPSR  [47]  proposes  the  group  reconstruction  strategy.
Specifically,  SSPSR  divides  the  bands  of  HS  images  into
groups  that  are  reconstructed  by  the  branch  network  with
shared  parameters  and  finally  merges  the  subgroups  for  pro-
cessing to learn spectral correlation, which greatly reduces the
number  of  parameters  and  achieves  excellent  performance.
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Related  to  this,  RFSR [48]  exploits  feedback  mechanisms  to
construct  interactions  between  spectral  groups  and  constrain
spectral continuity in the HR space by separable 3D convolu-
tion. Moreover, Li et al. [49] applied a progressive split-merge
SR  framework  with  gradient-guided  group  attention  to  over-
come the inherent resolution limitations. Besides, Zhang et al.
[50]  presented a  novel  difference  curvature  multidimensional
network in which the input image is channel-wisely split, thus
lowering the burden on the device.  Instead of explicit  group-
ing as input, in [51], a novel method with a spectral loss func-
tion is developed for group multiscale feature fusion. Consid-
ering the block characteristic of the HS image, Liu et al. [52]
adapted  the  spectral  attention  for  group  convolutions  to
rescale  grouping  features  with  holistic  spectral  information.
Specifically,  the  spectral  attention  mechanism  is  constructed
by covariance  statistics  of  features.  Since  the  current  band is
highly correlated with adjacent bands, Hu et al. [53] took the
current band and its neighboring LR band as the input to learn
feature  maps  of  the  current  band,  its  neighboring  band,  and
their  spectral  difference  in  a  parallel  way.  Similarly,  Wang
et al. [54] utilized the current band and its two adjacent bands
to  perform  single-band  SR  by  a  dual-channel  network,  in
which  features  that  have  been  extracted  from  the  previous
band  SR  task  are  fed  into  the  network  of  the  current  band.
With  the  feedback  mechanism,  a  novel  refined  local-global
network is adopted in [55] to correct the low-level representa-
tion by feedback high-level  semantic  information,  effectively
exploring  spatial-spectral  priors  between  spectral  bands.  To
alleviate the difficulty of feature extraction and reconstruction,
a  group-based  embedding  learning  and  integration  network
[56] reconstructs the HR images in a group-by-group manner.
Recently, by separating adjacent and extremely similar bands
in  each group,  Wang et  al. [57]  pioneered  the  exploration  of
shuffling  spectral  band  sequences  to  improve  the  reconstruc-
tion effect.

Dividing the high-dimension HS data into group bands, the
key  of  this  group-based  method  is  to  keep  spectral  consis-
tency  between  the  super-resolved  HS  data  and  the  HR  one.
Although  many  efforts  have  been  made  in  existing  methods,
there is  still  room for  improvement  in removing spectral  dis-
tortion.  

C.  Other End-to-End Methods
With  the  prosperity  of  deep  CNN  in  the  RGB  image  SR

field,  many  end-to-end  deep  learning  models  have  been  pro-
posed to solve the HS image SR problem as
 

Y = F (X, θ) (1)
Fwhere  represents deep learning networks with the parame-

ter θ.
1)  3D Structure: Due  to  the  three-dimensional  structure  of

the HS image, 3D convolution and its variations became pop-
ular in this task. Mei et al. [58], [59] used 3D full convolution
to construct  the  network with a  sensor-specific  mode.  As the
computational  complexity  of  3D  convolution  is  tremendous,
Li et al. [60], [61] proposed a dual-flow 1D-2D spectral-spa-
tial  CNN, which employs 1D and 2D convolutions to extract
spectral and spatial features in a separated way and then fuse
them gradually.  Similarly,  a separable 3D convolution is  fur-

ther introduced in [62] to analyze spatial and spectral informa-
tion,  reducing  the  model  size  with  the  maintenance  of  the
capability of 3D convolution in the spectral domain. To make
up for the deficiency of spatial information extraction by sepa-
rable 3D convolution, MCNet [63], ERCSR [64], SFCSR [54]
and method in [65]  deploy mix 2D/3D convolution networks
and share spatial information to reconstruct spatial details bet-
ter.  Moreover,  Fu et  al. [66]  designed  a  bidirectional  3D
quasi-recurrent  neural  network  for  the  HS image  SR with  an
arbitrary number of bands. By jointly embedding the local and
nonlocal  attention  in  a  residual  3D  CNN,  a  hybrid  local  and
nonlocal 3D attentive CNN [67] is built for the HS image SR.

2) GAN Framework: Inspired by the generative adversarial
network  (GAN),  a  GAN-based  framework  [68]  is  proposed
for  HS  image  SR.  In  [69],  SRGAN  [70]  has  been  extended
with  3D  convolution  and  attention  mechanism  to  not  only
exploit  the  spatial  features  but  also  preserve  spectral  proper-
ties.  Related  to  this,  Li et  al. [71]  presented  a  novel  band
attention  embedded  in  the  adversarial  learning-based  SR
method, which is beneficial to alleviate the spectral distortion
problem.  Similarly,  Jiang et  al. [72]  employed  the  2D-1D
GAN framework,  which  includes  two  subnetworks,  i.e.,  spa-
tial  and spectral  subnetworks.  This decomposition effectively
reduces  computational  complexity,  but  there  is  no  joint  pro-
cessing of spatial and spectral information. Moreover, a novel
GAN-based method is  adopted in [73]  with a  spatial  feature-
enhanced  network  and  a  spectral  refined  network,  which  can
effectively  enhance  coarse  high-frequency  features  of  HS
images. To alleviate the problem of mode collapse that GAN-
based  models  frequently  suffer  from,  [74]  coupled  with  a
latent  encoder  converts  the  optimization  of  GAN  models  to
the problem of learning the distributions of HR HS samples in
the latent space.

Since 3D convolution and its variations have become a fun-
damental part of the network, researchers have turned to other
advanced  techniques  in  computer  vision.  Based  on  the  deep
image prior (DIP) algorithm [75], Sidorov and Yngve Harde-
berg [76] extended a 3D-convolutional version using intrinsic
properties  of  a  CNN  without  any  training  for  HS  image
denoising,  inpainting,  and  SR.  Absorbing  the  advantages  of
DIP, DRPSR algorithm [77] appends a special input process-
ing  module  onto  the  HS  image  SR  network  to  automatically
adjust the structure of the input without requiring the training
samples  so  that  the  choice  of  network  structure  is  no  longer
limited.  Combining the  sophisticated  residual  structures  [70],
[78]  in  natural  image  SR  task,  Zhao et  al. [79]  developed  a
novel  gradient-guided  residual  dense  network  into  the  single
HS image SR task. In [80], a self-calibrated attention residual
block is elaborately designed to fully exploit the spatial infor-
mation and the correlation between the spectra of the HS data
while  retaining  spectral  consistency.  Besides,  redefining  the
SR problem in  the  abundance  domain,  Wang et  al. [81]  uni-
fied the unmixing and SR into an end-to-end method based on
the assumption that the LR HS image and HR HS image share
the  same  spectrum  endmembers.  To  learn  spatial-spectral
characteristics  among  different  spectral  segments,  a  multi-
scale feature generation and fusion network based on wavelet
transform  is  presented  in  [82].  By  casting  the  embedding  of
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the  high-dimensional  spatial-spectral  information  of  HS
images as an approximation to the posterior distribution, Hou
et  al. [83]  incorporated  the  proposed  feature  embedding
scheme into a physically-interpretable deep framework to con-
struct an end-to-end HS image SR method. Similarly, a maxi-
mum  a  posterior  (MAP)  framework  is  also  unfolded  into  an
interpretable multi-stage network [84] to explicitly impose the
degradation  model  constraint.  Recently,  introducing  the
Transformer structure into this task, Interactformer [85] inter-
acts  with  global  and  local  features  extracted  by  the  Trans-
former and 3D CNN branches for SR, achieving state-of-the-
art  performance.  To  fit  the  real  degradation  circumstance,  a
novel  framework  [86]  of  multiple  frame  splicing  strategy  is
put  forward  to  improve  the  HS SR quality  with  multiple  HS
degradation models.

All  in  all,  the  two-step  methods  combining  the  traditional
algorithm as a post-process could inevitably bring about error
accumulation, failing to produce satisfactory results. Although
the group-based methods alleviate the dilemma caused by the
hyperspectral dimension of HS data to some extent, they still
have  shortcomings  in  maintaining  spectral  consistency.  With
the sophisticated structure and well-designed training strategy,
the  end-to-end  deep  learning  methods  have  obtained  an
increasing  performance  in  simulated  experiment  data.  Until
now,  few  single  HS  image  SR  methods  could  cope  with  the
real degradation scene, and in the future, the blind SR for the
HS image task may receive more attention. Besides, as shown
in Fig. 3,  we  provide  a  chart  about  the  timeline  to  represent
more clearly the developments in this field. It can be seen that
the  two-step  methods  appear  in  the  early  stage  and  the  full
end-to-end methods play a dominant role in recent years.  

IV.  Pan-Based Hyperspectral Image Super-Resolution

In order to achieve superior SR performance, investigations
have  explored  relatively  HR  data  acquired  by  panchromatic
sensors to assist HS image SR. PAN-based HS image SR is to

produce  HR HS image  by  fusing  the  LR HS image  with  the
PAN image. Due to the similarity of the problems, some pan-
sharpening methods originally designed for fusing MS images
and PAN images are generic for both tasks. Owing to the end-
to-end nature of deep learning methods, pansharpening meth-
ods  can  be  directly  applied  to  PAN-based  HS  image  SR  by
changing  the  number  of  the  input  channel.  Although  these
tasks  all  fuse  images  to  generate  HR  images,  the  different
source images carry different information, making it inappro-
priate to directly apply pansharpening methods for PAN-based
HS image SR.

Since  PAN  images  have  a  higher  spatial  resolution  while
HS  images  have  a  higher  spectral  resolution,  the  key  to  this
task lies in how to fuse the information from both to generate
superior results in terms of spatial structure and spectral corre-
lation. According to the different ways of fusion, the existing
deep learning methods can be broadly classified into four cat-
egories,  say  model-guided  methods,  straight  fusion  methods,
multi-stage methods, and others.  

A.  Model-Guided Methods
Various  traditional  techniques  have  developed  in  the  last

decades  to  enhance  the  spatial  resolution  of  HS imagery  [1],
such as multiresolution analysis (MRA), component substitu-
tion  (CS),  matrix  factorization,  etc.  However,  the  effective-
ness of these traditional methods is limited by the weak learn-
ing ability of models. In addition, these methods often require
sophisticated manual designs.

MRA and CS-based methods for PAN-based HS image SR
can  be  generalized  as Fig. 4(a).  The  detailed  image  is  first
obtained  by  subtracting  the  low-pass  blurred  image  from the
HR PAN image,  and the  resulting HR HS image is  achieved
by  gain  matrix  injecting  the  detailed  image  into  the  upsam-
pled LR HS image, which can be summarized as
 

Y = X ↑ +G⊗ (P−OL) (2)
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Fig. 3.     The development of the single HS image SR methods.
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where Y, X and P represent HR HS image, LR HS image, and
PAN image, respectively,  is the upsampling operation, G is
the gain matrix, and  refers to the low-pass blurred image,
the  generation  of  which  is  different  between  MRA  and  CS
algorithms.  MRA  methods  obtain  blurred  images  by  multi-
scale  decomposition  of  PAN  images,  which  could  well  pre-
serve  the  spectral  information  by  extracting  details  from  the
PAN  image,  but  suffer  from  spatial  distortions  [22].  On  the
other hand, CS methods generate blurred images from LR HS
images by substituting the component that contains the spatial
information  with  the  PAN  image.  Thus,  the  CS-based
approaches  are  advocated  for  their  high  fidelity  in  rendering
spatial  details  [87]  but  produce  significant  spectral  distortion
due to the spectral mismatch between the PAN and HS images
[88].  In  addition,  according  to  (2),  the  gain  matrix  highly
depends on handcraft  design, making these methods not only
time-consuming but also not generalizable.

With  the  popularity  of  deep  neural  networks,  researchers
have  introduced  deep  networks  to  substitute  modules  in  the
aforementioned  framework,  achieving  excellent  success.
Early,  learning  from  the  sophisticated  networks  in  natural
image SR, DDLPS method [89] combines progressive upsam-
ple  strategy in  LapSRN [90]  to  build  a  learnable  upsampling
module. Dong et al. [91] further replaced the upsampling and
feature  extraction  modules  with  deep  neural  networks  while

using the Laplacian Pyramid structure to obtain multi-resolu-
tion PAN images. In [92], [93], to alleviate the spectral distor-
tion  caused  by  spectral  mismatch,  networks  are  designed  to
process  LR  HS  images  to  preserve  the  spectral  correlation.
Moreover,  GASN  algorithm  [94]  tailors  a  component  net-
work that can be plugged into MRA and CS-based methods.

Other model-guided methods have also achieved promising
results.  Zheng et  al. [95]  introduced  a  guided  filter  to  inject
spatial  information  from  the  PAN  image  into  the  LR  HS
image.  Mog-DCN  method  [96]  adopts  convolutional  net-
works  to  simulate  spatial  degradation  and  spectral  degrada-
tion  as  well  as  their  inverse  transformations.  Especially,  Lu
et al. [97] decomposed the SR problem into an MS and PAN
image  fusion  task  and  an  MS  and  HS  image  fusion  task  by
generating simulated MS images from LR HS images. In this
way, well-designed methods for these two fusion tasks can be
introduced  to  facilitate  the  development  of  PAN-based  HS
image SR.  

B.  Straight Fusion Methods
With deep learning demonstrating superior learning capabil-

ities in the field of computer vision, it is natural to directly use
deep  learning  to  learn  the  HR  HS  image  from  LR  HS  and
PAN  sources.  As  shown  in Fig. 4(b),  the  basic  concept  of
these  methods  is  to  derive  spatial  information  from  PAN
images and spectral  information from LR HS images.  Subse-
quently,  the  convolutional  network  is  designed  to  fuse  these
two  types  of  information  to  obtain  desired  images.  Some
methods  employ  an  element-wise  addition  combining  spatial
and  spectral  features  [98],  [99],  while  others  use  concatena-
tion,  which  is  further  divided  into  row-level  concatenation
[100]–[102]  and  feature-level  concatenation  [103],  [104].  In
addition to direct fusion, some new techniques are developed
in this field. In [100], [101], deep image prior network [75] is
selected as the upsampling module. With the popularity of the
attention  mechanism,  the  spatial-spectral  consistent  features
are  generated  by  attention  in  [100],  [102].  Meanwhile,
HPGAN  method  [104]  uses  GAN  to  generate  more  realistic
results for HS images.  

C.  Multistage Methods
To reduce information loss in deep neural networks as much

as  possible,  researchers  have  favored  multistage  feature
fusion, which fuses features in multiple stages to increase the
fusion capability of models.

It has been demonstrated that shallow and deep network lay-
ers  extract  different  levels  of  features.  Specifically,  the  shal-
low  features  focus  on  low-level  information  such  as  edges,
while the deep features mainly reflect the high-level semantic
information of the image. Therefore, fusing features extracted
from  PAN  and  LR  HS  images  at  multiple  network  layers
allows the model to be more flexible in combining spatial and
spectral information from different layers to generate superior
results.

As  displayed  in Fig. 4(c),  multi-stage  fusion  methods  are
designed with ingenious feature fusion modules to fully merge
different  levels  of  spectral  and  spatial  features.  Specifically,
various kinds of attention including local and global attention
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Fig. 4.     Diagrams of PAN-based HS image SR: (a) Model-guided methods;
(b) Straight fusion methods; (c) Multistage methods.
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[105],  dual-attention  [106],  spatial  and  spectral  attention
[107], cross attention [108] and 1D-2D attention [61] are pro-
posed to construct formidable fusion modules.

Based on the idea of multi-layer fusion, some works employ
feature  modulation  to  adaptively  inject  PAN  features  [109],
[110].  Transformer  has  also  been  introduced  to  the  PAN-
based HS image SR task because of its success in the field of
computer vision [111]–[113].

It can be noticed that features obtained from images of dif-
ferent  resolutions  also  contain  diverse  information.  Some
multi-stage methods fuse multi-resolution information to gen-
erate  richer  features  [114]–[116].  Differently  from the  previ-
ous  methods,  Qu et  al. [117]  customized  two  bi-directional
branches and cross attention, which can efficiently utilize the
hierarchical features from PAN and LR HS images. Besides, a
two-branch cross-feedback dense network with context-aware
guided  attention  is  proposed  in  [118]  to  yield  more  effective
spatial-spectral transfer.  

D.  Other Methods
While  standard  PAN-based  HS  image  SR  seeks  to  obtain

the best performance on experimental data, some other works
are  devoted  to  making  the  field  more  practical.  In  applica-
tions, HS SR is usually involved as a pre-processing phase to
assist  some  practical  remote  sensing  tasks  like  object  detec-
tion.  However,  the  required  spatial  resolutions  in  some  real-
world  applications  may  not  be  the  same  as  that  of  the  PAN
image,  which  means  standard  PAN-based  HS  image  SR  is
obviously  incapable  of  dealing  with  such  a  situation.  There-
fore,  arbitrary  resolution  HS  image  SR  based  on  the  PAN
image,  which  is  expected  to  sharpen  LR  HS  images  to  any
user-customized  resolutions,  comes  into  being.  A  standard
arbitrary  resolution  HS  SR  method  can  be  divided  into  two
main  phases,  which  are  fusion  and  arbitrary  scale  SR  [119],
[120].

Since HR HS images are not available, the supervised meth-
ods are generally trained on the simulated image pairs, which
consist  of  the  degraded  images  and  the  original  HS  images.
Specifically, the degraded image is obtained by implementing
spectral  degradation  and  spatial  degradation  on  the  original
HS image. However, such a model trained in simulation may
not  be  suitable  for  real  scenarios,  which  has  led  scholars  to

focus  on  unsupervised  PAN-based  HS  image  SR.  Unsuper-
vised  training  can  be  performed  by  constraining  the  spatial
and spectral coherence of the HR HS image and LR HS image
[121],  [122].  Another  solution  is  provided  in  [123],  which  is
downsampling  the  image  into  LR  space  to  train  the  upsam-
pling model and then applying it directly to the original image
to obtain the HR one.

The model-guided method generally introduces deep learn-
ing into the traditional framework, thereby improving perfor-
mance  while  retaining  the  interpretability  of  the  method.
However,  they  tend  to  contain  some  numerical  steps  as  pre-
processing or post-processing, resulting in uncompetitive per-
formance.  Although  straight  fusion  methods  achieve  end-to-
end  training  and  retain  spatial  and  spectral  information  effi-
ciently through neural networks, direct addition or concatena-
tion  does  not  fuse  spatial  and  spectral  information  well,  thus
affecting  the  quality  of  final  images.  By  contrast,  fusing  the
HS  and  PAN  images  in  a  multi-stage  way  exhibits  excellent
performance,  which  is  much  favored.  Besides,  some  other
methods  are  devoted  to  dealing  with  real  scenarios.  Even
though  these  methods  have  not  worked  well  for  the  time
being, they are more promising. In the meanwhile, the devel-
opments  of  these  methods  are  demonstrated  in Fig. 5.  In  the
early days, there were fewer PAN-based SR methods, and this
type  of  method  has  not  received  extensive  attention  until
2022.  

V.  Ms-Based Hyperspectral Image Super-Resolution

The  multispectral  image  is  another  commonly  used  auxil-
iary  image  for  fusion-based  MS  image  SR.  Compared  with
PAN images, the MS image has a relatively high spectral res-
olution,  and  therefore,  the  spectral  consistency  of  the  recon-
structed  result  could  be  better  preserved.  According  to  the
unique technical route, generally, the MS-based HS image SR
methods  can  be  divided  into  three  categories:  model-based
methods, decomposition-based methods, and other deep learn-
ing methods.  

A.  Model-Based Methods
A traditional  approach to  fuse  auxiliary  MS image and LR

HS image is the model-based method, which aims at increas-
ing the spatial resolution of LR HS image by designing hand-
crafted  prior  and  solving  objective  function.  Generally,  as
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Fig. 5.     The development of the PAN-based HS image SR methods.
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X ∈ Rh×w×C

Z ∈ RH×W×c
shown in Fig. 6(a), with the LR HS input  and the
auxiliary  MS  image ,  the  model-based  problem
can be formulated as the minimization of the following objec-
tive function:
 

LY =∥X−YBS ∥2F+∥Z−RY∥2F +φ(Y) (3)
∥·∥2F B ∈ RN×N

N = H×W S ∈ RN×n

n = h×w R ∈ Rc×N

φ(Y)

where the  refers to the Frobenius norm,  is  the
spatial blurring matrix with ,  denotes the
point  spread  function  (PSF)  with ,  repre-
sents the spectral response function (SRF) of the MS sensors,
and  represents the predefined sophisticated prior.  Based
on  the  above  objective  function,  several  optimization  meth-

ods have been proposed and achieved good results. Although
these methods are highly based on rigorous theoretical analy-
sis, their reconstruction performance is quite limited due to the
lack  of  end-to-end  optimization  and  the  inaccurate  prior  for
real-world images.

In recent years, inspired by the great success of deep learn-
ing,  several  methods  have  attempted  to  combine  deep  learn-
ing with the traditional model-based method for better recon-
struction  performance.  Considering  the  advantage  of  end-to-
end  training,  several  methods  unfold  the  optimization  func-
tion and use deep networks to solve sub-problems. Wei et al.
[124]  reformulated  the  optimization  problem  into  three  sub-
optimization problems by half quadratic splitting (HQS) algo-
rithm. Then, the one related to the regularizer is modeled by a
deep denoising network, while the other two subproblems are
further  represented  by  network  structure  modules  for  end-to-
end training. A CNN denoiser [125] is plugged into the alter-
nating direction method of multipliers (ADMM) algorithm to
estimate  the  coefficients,  which  is  generalizable  and  flexible
to  cope  with  different  HS  datasets.  Taking  the  low-rankness
along the spectrum into consideration, MHF-net [126] designs
an iterative  algorithm to  solve  the  optimization problem,  and
further unfolds the algorithm into the deep network. Although
the  domain  knowledge is  introduced into  the  HS observation
model in MHF-net, it only uses the deep denoising network to
regularize the intermediate HR MS images, leading to limited
reconstruction  performance.  To  overcome  this  drawback,
MoG-DCN [96] proposes a deep convolutional network based
on the back-projection technique for exploiting the spatial and
spectral features to refine the HR HS image estimates. More-
over, the MoG-DCN method also approximates the spatial and
spectral degradation operators by convolutional layers, which
enhances  the  flexibility  of  the  method.  For  the  scenarios
where the PSF and SRF are unknown, Wang et al. [127] pro-
posed  a  deep  blind  iterative  fusion  network  (DBIF),  which
achieves  observation  model  estimation  and  fusion  process
iteratively and alternatively. The DBIF is further optimized by
making  the  fusion  process  invertible  in  [128],  which  reduces
the  spectral  and  spatial  distortion.  Similarly,  through  learned
PSF and SRF, the method in [129] generates the latent HR HS
image by a generative neural network and attempts to degen-
erate it to the observed LR HS image and HR MS image.

Since recovering the HR HS image from the LR HS image
is  an  ill-posed  problem,  many  hand-crafted  priors  are  intro-
duced to  regularize  the  solution space,  such as  nonlocal  self-
expressive prior, low-rank prior, and sparsity prior. However,
these heuristic priors cannot well-represent the characteristics
of the desired HR HS image, resulting in inferior reconstruc-
tion  quality.  With  the  rise  of  deep  learning,  many  methods
adopt deep neural networks to exploit the characteristics of the
latent  HR  HS  image.  In  [130],  [131],  a  deep  convolutional
network  is  used  to  learn  the  data-driven  deep  prior,  and  the
final output should obey both the physical model and the deep
prior  simultaneously.  To  regularize  the  final  output  HR  HS
image  with  the  deep  prior,  many  regularizers  including  the
Euclidean distance in [130], [131], total variation in [132], and
spatial-spectral  gradient  deviation  in  [133]  are  explored  and
have  achieved  considerable  performance  improvements.  To
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Fig. 6.     Diagrams of MS-based HS image SR: (a) Model-based methods; (b)
Decomposition-based methods; (c) Other deep learning methods.
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φ(Y)

TV3

further balance the contribution of the physical model and the
deep prior, [134] leverages the minimum distance criterion for
seeking  the  optimal  hyperparameters  of  the  regularization
term . Combining the degradation model and data prior, a
variational  fusion  model  [135]  is  regularized  implicitly.  To
make full use of the information of patch under subspace rep-
resentation,  an  interpretable  patch-aware  network  [134]  is
deployed  to  unfold  the  subspace-based  optimization  model
with  two  regularization  terms  representing  pixel  localization
and texture. Most recently, Wan et al. [136] reconstructed the
HS  image  under  the  guidance  of  RGB  images  through 
minimization,  which  encourages  the  output  HR HS image  to
be similar to both the deep prior and HR RGB guidance, and
stay smooth simultaneously.  Resorted to a  novel  spatio-spec-
tral regularization, the DHIF method [137] enforces each pixel
to be predicted by its spatial-spectral neighbors, which makes
(3) differentiable. In this way, this approach is capable of opti-
mizing  iterative  spatio-spectral  regularization  by  the  multi-
stage network in an end-to-end manner.

The above methods solve the objective function in a super-
vised manner, where numerous labeled data are required. Dif-
ferently  from  the  supervised  learning  scheme,  it  is  the  first
time  that  the  unsupervised  coupled  CNN  [138]  was  devel-
oped with learnable PSF and SRF for the fusion task and the
only information the proposed method requires is the spectral
coverage  of  the  MS  image  and  HS  image,  which  is  easy  to
obtain  from  the  data  provider.  In  [139],  Gao et  al. operated
RGB-HS  image  fusion  in  a  self-supervised  manner,  which
gets rid of the dependence on the training dataset. In an unsu-
pervised  manner,  the  DSSP  method  [140]  proposes  an  hour-
glass architecture to generate the HR HS image from a noisy
input and regulates the output through the available HR RGB
and LR HS images.  To handle  the  unknown spatial  degrada-
tion,  UAL  [141]  designs  a  two-stage  network  to  recover  the
latent HR HS image in a coarse-to-fine scheme, where a gen-
eral  image prior  is  first  learned on  synthetic  data  and further
adapted to the specific HS image under unknown degradation
in  an  unsupervised  manner.  Considering that  the  SRF is  cru-
cial  for  HS image SR, Fu et  al. [142] designed an SRF opti-
mization  layer  to  automatically  choose  the  best  SRF,  or  to
model  the  optimal  SRF  under  specific  physical  constraints.
Wei et  al. [143] obtained the deep image prior  through a 3D
convolution  network,  and  the  pixel-aware  refinement  mecha-
nism  is  introduced  to  generate  intermediate  reconstruction
results for self-supervised learning. The unsupervised scheme
can handle the dilemma that the HR HS image is unavailable,
which has great potential and needs further exploration.  

B.  Decomposition-Based Methods

Y ∈ RHW×C Z ∈
RHW×c X ∈ Rhw×C

Based on the assumption that the HS image can be decom-
posed into a series of pure spectral vectors (endmembers) and
the corresponding proportional coefficients (abundance) based
on  the  linear  spectral  model,  some  methods  have  been  pro-
posed to super-resolve the HS image by estimating the abun-
dance and endmembers of the HS image, the process of which
is demonstrated in Fig. 6. Typically, with the unfolded HR HS
image as , the corresponding HR MS image as 

, and the corresponding LR HS image as , the

framework  of  decomposition-based  methods  can  be  formu-
lated as follows:
 

YHW×C = AHW×αEα×C (4)
 

XHW×c = AHW×αeα×c, e = ER (5)
 

Zhw×C = ahw×αEα×C , a = S A (6)
where A and a refer to the abundance of the images, while E
and e refer to the endmembers, which are related to the com-
plexity  of  the  images. R and S denote  the  SRF  and  the  PSF
respectively.  Noticing  that  the  HR  HS  image  and  HR  MS
image  share  the  same abundance A,  while  the  HR HS image
and  LR  image  share  the  same  endmembers E,  the  key  for
decomposition-based  methods  lies  in  the  exploitation  of  the
shared information.

Based on the above observation, uSDN [144] first proposes
an  unsupervised  coupled  encoder-decoder  structure.  The  two
encoders  aim  to  learn  the  abundance  of  the  input  HR  MS
image  and  LR  HS  image,  respectively,  and  encourage  the
abundance to follow a Dirichlet distribution where the sum-to-
one  property  is  satisfied.  The  decoder  is  served  as  the  end-
member E and is shared by the two modalities.  Based on the
framework of uSDN, several methods have been designed for
more  realistic  scenarios  [145]–[147].  FusionNet  [145]  com-
bines  a  variational  probabilistic  autoencoder  to  describe  the
nonlinear spectral mixture process and gives the fusion prob-
lem  a  meta-learning  explanation.  In  [146],  an  unsupervised
and unregistered network is proposed for the scenarios where
the two input  modalities  are  not  well-registered.  Zheng et  al.
[147] integrated the dense registration and the SR task into a
unified model.  Specifically,  the nonrigid registration network
acts  as  a  link  that  re-establishes  the  spatial  relations  between
the  abundances  extracted  by  the  spectral  unmixing.  Most
recently,  the  method  in  [148]  improves  the  SR  results  by
learning the SRF with the assistance of the endmember, which
further  relieves  the  SRF  dependence  for  most  current  meth-
ods.  Similarly,  based  on  matrix  decomposition,  an  unsuper-
vised approach [149] that involves one implicit autoencoder is
trained to estimate the HR prediction as well as PSF and SRF.
Considering  the  nonlinear  mixture,  a  nonlinear  variational
probabilistic  generative  model  is  tailored  in  [150]  for  the
unsupervised fusion task, leading to an expressive end-to-end
mapping to obtain the HR HS image. Attributed to the scala-
bility  of  the  inference  and  optimization  of  the  unsupervised
nature, this model is unsupervisedly trained based on the his-
torical  datasets  in  advance  and  processes  the  incoming  test
data in real-time.  

C.  Other Deep Learning Methods

Fθ
Y = Fθ(X,Z)

Except  for  the  above  two  categories,  there  are  other  meth-
ods that attempt to solve the MS-assisted HS image SR prob-
lem  by  designing  network  structures  or  modules  for  effec-
tively  exploiting  the  intrinsic  data  characteristic.  Learning-
based  methods  generally  learn  the  non-linear  mapping  func-
tion, ,  linking the  HR (target)  image, Y,  with  the  observed
HS image, X, and the MS image, Z, i.e., , where θ
indicates the network parameters.

In the early stage, it is natural to apply the 3D CNN for the
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HS data  and [151]  leverages dimensionality  reduction to  sig-
nificantly reduce the computational time of the 3D CNN. With
the rapid development of deep learning, some powerful archi-
tectures  are  introduced,  including  residual  learning  [152],
pyramid structure [153], [154], dense connection [155], [156]
and  attention  mechanism  [157]–[163].  Since  HS  images  and
MS images differ in resolution, the multi-scale architecture is
of  great  prosperity  to  exploring  the  rewarding  information
from different spatial sizes. Specifically, Han et al. [164] inte-
grated the multi-level  outputs  into the cost  function for  more
robust  reconstruction  results.  The  GDD  method  [165]  learns
semantic  features  from  RGB  images  by  a  U-shaped  network
(UNet), and the semantic features are further used to guide the
reconstruction  of  HR  results.  A  dual-UNet  structure  is  also
adopted in  [160],  concentrating on different  scales  and depth
features from MS images and injecting these features into HS
images  for  better  reconstruction.  Related  to  this,  Wang et  al.
[166]  proposed  a  full-scale  linked  UNet  with  spatial-spectral
joint perceptual attention for this fusion task. In [167], the LR
HS image is fused with the HR MS image at  different scales
to not only fully utilize both low-level and high-level seman-
tic information, but also alleviate the reconstruction difficulty.
With the HR RGB guidance, GuidedNet [168] effectively pre-
dicts the HR residual details  that  are added to the upsampled
HSI  to  simultaneously  improve  spatial  quality  and  preserve
spectral  information.  Additionally,  the  proposed  approach  is
also  suitable  for  other  resolution  enhancement  tasks,  such  as
pansharpening  and  single  image  SR.  According  to  the
assumption  that  the  acquired  HR  MS  image  and  the  recon-
structed  HR  HS  image  share  similar  underlying  characteris-
tics, Ha et al. [169] induced an unsupervised auxiliary task for
multiscale  fusion.  Besides,  an  error  feedback  network  cou-
pled  with  multiscale  feature  learning  is  designed  in  [170]  to
iteratively learn the image fusion and degeneration.

L1

In  view  of  the  spectral  correlation,  [171]  extracts  the  fea-
tures from the spectrum of each pixel in the LR HS image and
its  corresponding  spatial  neighborhood  in  the  MS  image.  To
fully exploit the rich spectral information of LR HS image and
high-frequency edge details of MS images, the preservation of
the color and structure information has gained much attention
recently  [159],  [172].  Related  to  this,  the  SSR-NET  method
[173] is constrained under spatial edge loss and spectral edge
loss.  And  the  edge  map  of  MS  image  generated  via  transfer
learning  is  served  as  guidance  for  the  edge-conditioned  net-
work  to  exploit  low-level  edge  detail  information  [174].  In
SCPNet  [159],  two  powerful  modules  are  employed  to  learn
the  structure  details  and  spectral  consistency,  and  a  cross
attention  based  strategy  is  used  to  preserve  both  valuable
information jointly. The SFPN [172] method proposes a sym-
metrical feature propagation network to super-resolve the HR
HS  image  in  a  course-to-fine  manner.  Since  the  commonly
used  loss function takes no gradient  and spectral  informa-
tion  into  consideration,  an  RAP  (RMSE,  Angle,  and  Lapla-
cian) loss is proposed in [167] to boost the final results.

Considering a pixel-wise spectral mapping, the spectral rela-
tionship  is  first  learned  between  LR  MS  images  and  LR  HS
images  in  [175]  and  then  a  self-supervised  fine-tuning  strat-
egy  is  exploited  to  transfer  the  learned  spectral  mapping  to

generate HR HS images. Related to this, considering the spec-
tral SR task, the high-resolution HS image is learned from the
spectral mapping between the HR MS image and the ground-
truth HR HS one [176]. Sharing the insight that the spectrally
degraded version of the HS image should be equivalent to the
spatially  degraded  version  of  the  MS  image,  Li et  al. [177]
adaptively  learned  the  unsupervised  fusion  task  through  a
three-stage  procedure.  The  first  two  stages  are  designed  to
learn the degradation model and a coarse HR HS image,  and
the  last  stage  uses  the  learned  degradation  model  to  further
refine  the  HR  result.  Following  an  unsupervised  way,  [178]
constructs  a  multi-attention-guided  network  without  training
data  and  a  novel  network  structure  is  proposed  as  a  regular-
izer  for  the  unsupervised  fusion  problem.  Besides,  a  physics
GAN-based model is also introduced in [179] to estimate the
degradation.

In  addition,  motivated  by  the  classic  wavelet  decomposi-
tion-based  method,  the  PZRes-Net  method  [156]  learns  the
zero-centric  residual  image  which  contains  high-frequency
spatial  details  and  proposes  the  mean-value  invariant  upsam-
pling  to  avoid  distortion.  Although  the  above  methods  have
achieved  promising  performance,  one  of  their  fundamental
limitations is that the model trained on a specific dataset can-
not  be  directly  applied  to  another  dataset,  since  HS  images
from different datasets have different band numbers due to the
diversity  of  cameras.  Thus,  Zhang et  al. [180]  proposed  a
meta-learning  SR  framework  (MLSR)  to  solve  the  dilemma.
MLSR achieves the HS image SR for a wide variety of input-
output  band  settings,  which  has  great  potential  for  further
development.  Recently,  Hu et  al. [181]  first  attempted  to
apply  the  Transformer  architecture,  estimating  the  spatial
residual between the upsampled LR MS image and the desired
HR  HS  image.  In  [182],  an  efficient  Transformer-based  net-
work is also designed to capture interactions of spatial regions
and  interspectra  dependencies.  Similarly,  considering  the
strong  correlation  among  different  patches  in  HS  data  and
complementary information among patches with high similar-
ity,  a  novel  pyramid  shuffle-and-reshuffle  Transformer  [183]
supports  the  information  interaction  among global  patches  in
an efficient manner for HS and MS image fusion.

For  the  real  scene,  the  MS  images  may  have  non-over-
lapped  bands  of  the  original  LR HS data.  Thus,  a  novel  CS-
based  method  by  combing  neural  network  [184]  is  presented
to  construct  the  complicated  nonlinear  relationship  between
overlapped  and  non-overlapped  bands  of  the  original  LR HS
data  and  the  trained  network  is  mapped  to  the  fused  over-
lapped HR HS bands to  estimate  the  non-overlapped HR HS
bands.

In  general,  the  model-based  methods  injecting  deep  net-
work  into  the  model-based  algorithms  significantly  improve
the  reconstruction  performance  and  provide  good  inter-
pretability for the deep model, which is thus widely preferred.
Similarly,  decomposition-based  methods  also  have  better
interpretability.  The  major  defect  is  that  the  nonnegative
matrix  factorization  is  identically  inaccurate.  Thereby,  incor-
porating  the  extra  task  into  HS  image  SR  inevitably  brings
about error accumulation. For other deep learning-based meth-
ods, the introduction of more powerful models leads to better
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reconstruction  performance  with  increasing  computational
complexity. Besides, we use a chart about the timeline in Fig. 7
to  represent  more  clearly  the  developments  in  this  field.
Asshown  in Fig. 7,  model-based  methods  have  been  always
receiving  certain  attention.  With  the  development  of  deep
learning  structures,  methods  focusing  on  network  structure
design are flourishing.  

VI.  Datasets

In  this  section,  we  will  conclude  the  HS  image  datasets
commonly used in the HS image SR task, the result of which
is listed in Table I. According to the way of our classification,
we report the category in which these datasets are commonly
used.  The “Number” column indicates  the  number  of  images
in  the  dataset.  It  can  be  observed  that  depending  on  a  large
external  dataset,  the  single  HS  image  SR  methods  have  pre-

ferred  the  natural  scene  HS  image  dataset  containing  more
than one imagery.  Sharing similar  scenarios and nearly over-
lapping  spectral  ranges,  the  CAVE  and  Harvard  datasets  are
combined together to train the deep model.  For the PAN and
MS-based SR tasks, since the auxiliary data can be simulated
from the  HS data,  these  methods  are  more  flexible  in  select-
ing  datasets,  varying  in  different  settings.  We  also  demon-
strate some representative datasets in Fig. 8.  

A.  ICVL Hyperspectral Dataset
ICVL  HS  dataset  [185]  was  acquired  by  the  International

Computational  Vision  Laboratory  (ICVL)  including  200
images. All the HS images in the ICVL dataset were acquired
using a Specim PS Kappa DX4 HS camera and a rotary stage
for spatial scanning. The database images were acquired by a
Specim PS Kappa DX4 HS camera and a rotary stage for spa-

 

TABLE I 

Summary of the Datasets in the HS Image Sr Task in Terms of the Download Link, Commonly Used Category (in Which
Task Usually Use), Number (the Number of Images in the Dataset), Size, and Wavelength Range.

Dataset Download link Commonly used
category Number Size Wavelength

range (nm)
ICVL https://icvl.cs.bgu.ac.il/hyperspectral/ MS 200 1392×1300×31 400−700

CAVE https://www.cs.columbia.edu/CAVE/databases/multispectral/ Single, PAN, MS 32 512×512×31 400−700

Chikusei https://naotoyokoya.com/Download.html Single, PAN, MS 1 2517×2335×128 363−1018

Harvard http://vision.seas.harvard.edu/hyperspec/d2x5g3/ Single, MS 50 1040×1392×31 400−700

Houston https://hyperspectral.ee.uh.edu PAN, MS 1 349×1905×144 380−1050

Pavia Centre https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Se
nsing_Scenes Single, PAN, MS 1 1096×715×102 430−830

Pavia University https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Se
nsing_Scenes Single, PAN 1 610×340×103 430−830

WDC Mall https://rslab.ut.ac.ir/data PAN, MS 1 1208×307×191 400−2400

Botswana https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Se
nsing_Scenes PAN 1 1496×256×145 400−2500

Cuprite https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Se
nsing_Scenes MS 1 512×614×224 370−2480
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Xiao et al. [160]
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Fig. 7.     The development of the MS-based HS image SR methods.
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1392×1300
400−1000

tial scanning. HS images were collected with the spatial reso-
lution of  over 519 spectral  bands in the raw for-
mat (  nm at roughly 1.25 nm increments). For con-
venience,  the ICVL laboratory downsampled these images to
31 spectral channels from 400 nm to 700 nm at 10 nm incre-
ments, provided in the mat file. This dataset presents a variety
of  natural  scenes  including  urban  and  rural  areas,  and  many
HS images are overlapped as they are captured under the same
scene  with  just  1-minut  or  2-minute  interval.  Some  RGB
descriptions are exhibited in Fig. 8.  

B.  CAVE Dataset

512×512×31

The  CAVE  dataset  [186]  was  captured  by  a  Cooled  CCD
camera,  involving  a  wide  variety  of  real-world  materials  and
objects.  The  HS  camera  records  full  spectral  resolution
reflectance  information  from  400  nm  to  700  nm  at  10  nm
steps.  This  dataset  consists  of  32  HS  scenes  with  a  size  of

 pixels,  which  can  be  divided  into  5  sections,
namely  food  and  drinks,  skin  and  hair,  paints,  real  and  fake,
and stuff (e.g., feathers, flowers, superballs, etc.). Each scene
also  contains  a  single  representative  color  image,  displayed
using  sRGB values  rendered  under  a  neutral  daylight  illumi-
nance. We select 5 image from 5 classes to show this dataset
in Fig. 8.  

C.  Hyperspec Chikusei Dataset

2517×2335

The  Chikusei  dataset  [187]  was  taken  by  the  Headwall
Hyperspec-VNIR-C  imaging  sensor  over  agricultural  and
urban areas in Chikusei, Ibaraki, Japan. The HS data has 128
bands in the spectral coverage from 363 nm to 1018 nm. The
image  scene  consists  of  pixels  and  the  ground
sampling distance was 2.5 m. Since the lack of edge informa-
tion,  we  do  not  visualize  the  HS  dataset.  For  one  scene
dataset, methods usually cut the edge of the original HS image

and split the big image into a training set and a test set in the
experiment. Therefore, performance evaluation on this dataset
largely depends on the dividing way.  

D.  Harvard Dataset

1040×1392×31

The  Harvard  dataset  [188]  collected  a  database  of  fifty
images  under  daylight  illumination,  both  outdoor  and  indoor
scenes  featuring  a  diversity  of  objects,  and  materials.  These
HS images  were  captured  by  a  commercial  HS camera,  each
with approximately 10 nm bandwidth and centered at steps of
10 nm from the wavelength range of 400 nm to 700 nm. This
dataset has 50 HS images of  size,  five RGB
samples of which are exhibited in Fig. 8.  

E.  University of Houston Dataset

349×1905×144

The  Houston  dataset  was  provided  by  the  Hyperspectral
Image  Analysis  group  and  the  NSF  Funded  Center  for  Air-
borne Laser Mapping (NCALM) at the University of Houston.
The dataset  was originally used for the scientific purposes of
the  2013 IEEE GRSS Data  Fusion Contest.  The HS imagery
was acquired by the ITRES CASI-1500 sensor over  the Uni-
versity of Houston campus with a ground sampling distance of
2.5  m,  including  both  landcover  and  urban  regions.  The  HS
image  has  pixels  taken  in  the  380  nm  to
1050 nm wavelength range.  

F.  Pavia Dataset

1096×1096

1096×715

The Pavia dataset was acquired by the reflective optics sys-
tem imaging  spectrometer  (ROSIS)  during  a  flight  campaign
over  Pavia,  Northern  Italy,  composed  of  two  scenes:  Pavia
Centre  and  Pavia  University  (PaviaU).  The  Pavia  Centre  has

 pixels in the spatial  resolution,  but  some regions
contain no information and have been discarded before analy-
sis, leaving  pixels. It was initially composed of 115

 

ICVL 

Washington DC mallHarvard Houston

CAVE Chikusei

Pavia centre

 
Fig. 8.     Samples in the commonly used datasets. RGB images in ICVL, CAVE, and Harvard are provided. One band in Pavia Centre is selected for visualiza-
tion as well as that in Chikusei. The Houston and Washington DC Mall are given in pseudo-RGB versions.
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610×340
430−830

bands that have been reduced to 102 bands after removing the
water  vapor  absorption  and  noise  bands.  The  PaviaU  dataset
was  taken  by  the  same  sensor  over  the  University  of  Pavia,
Italy, with a ground sampling distance of 1.3 m. The PaviaU is
commonly cropped to  with 103 spectral bands taken
within the wavelength range of  nm since the empty
regions are eliminated.  

G.  Washington DC Mall Dataset
The Washington DC (WDC) Mall Dataset was acquired by

the  hyperspectral  digital  image  collection  experiment
(HYDICE) sensor,  taken over the National Mall  in Washing-
ton, DC, USA. The sensor system used in this case measured
pixel response in 210 bands in the 400 to 2400 nm region of
the  visible  and  infrared  spectrum.  Bands  in  the  900  nm  and
1400 nm  region  where  the  atmosphere  is  opaque  have  been
omitted  from  the  data  set,  leaving  191  bands  covering  the
wavelength range from 400 nm to 2400 nm. The whole image
contains 1208 scan lines with 307 pixels in each scan line. In
Fig. 8, we show the simulated color view of imagery.  

H.  Botswana Dataset

1496×256

This  data  taken  over  Okavango  Delta,  Botswana  was
acquired by Hyperion sensor on NASA EO-1 satellite at 30 m
pixel resolution over a 7.7 km strip in 242 bands covering the
400−2500 nm portion of the spectrum in 10 nm windows. To
mitigate the effects of bad detectors, inter-detector miscalibra-
tion,  and intermittent  anomalies,  the  HS image was  first  pre-
processed, and un-calibrated and noisy bands that cover water
absorption features were removed, reducing to 145 bands with
a spatial size of .  

I.  Cuprite Dataset

512×512×224

1−2 221−224
104−113 148−167

This  Cuprite  set  was  retrieved  from  AVIRIS  over  the
Cuprite mining district in Nevada, USA. The HS imagery has

 pixels covering the wavelength range of 370-
2480 nm with 10 nm interval. After removing the noisy chan-
nels  (  and )  and  water  absorption  channels
(  and ),  this  dataset  remains  188  channels.
Cuprite is the benchmark dataset for HS unmixing research.  

VII.  Evaluation Metrics

Ŷ Ŷ ,Y ∈ RH×W×C
To  introduce  the  commonly  used  evaluation  metrics,  we

denote  and Y ( )  as  the prediction and corre-
sponding ground-truth image, respectively.

The  peak  signal-to-noise  ratio  (PSNR)  index  is  the  mean
ratio between the maximum power of the image and the power
of the residual errors of the spectral bands. For the i-th spec-
tral band, the PSNR is calculated by
 

PSNR(Yi, Ŷi) = 10 · log10

(
max(Yi)2

mean∥Yi− Ŷi∥22

)
. (7)

A higher PSNR value indicates a better image quality of the
reconstructed  HS  image.  The  average  value  of  all  spectral
bands is the PSNR for the HS image.

The spectral angle mapper (SAM) [189] is used to quantify
the spectral information preservation at each pixel. More pre-
cisely, this index calculates the angle between two vectors of

the estimated and reference spectra to represent spectral simi-
larity. The SAM values near zero indicate high spectral simi-
larity with no spectral distortion. The SAM is defined as
 

SAM(Y, Ŷ) = arccos
(

Y · Ŷ
∥Y∥2∥Ŷ∥2

)
. (8)

The correlation coefficient (CC) is another widely used indi-
cator measuring the spectral quality of the predicted images. It
calculates  the  correlation  coefficient  between  the  prediction
and the corresponding reference image as
 

CC(Yi, Ŷi =

∑W
w=1

∑H
h=1(Yi −µYi )(Ŷi −µŶi

)√∑W
w=1

∑H
h=1(Yi −µYi )2 ∑W

w=1
∑H

h=1(Ŷi −µŶi
)2

(9)

−1
where W and H are the width and height of the image, μ indi-
cates  mean  value  of  an  image.  CC ranges  from  to  1,  and
the best value is 1. The average value of all spectral bands is
the CC for the HS image.

Ŷ

ERGAS  measures  the  band-wise  normalized  root  of  mean
square  error  (RMSE) between the  reference HS image Y and
the reconstructed HS , with the best value at 0. It is defined
as
 

ERGAS(Y, Ŷ) =
100

s

√√√
1
C

C∑
i=1

mean∥Yi− Ŷi∥22
mean(Yi)2 (10)

where s is  the  scale  factor  between  the  LR  HS  and  HR  HS,
and C is he number of spectral bands in HS data.

The  structural  similarity  (SSIM)  index  is  to  calculate  the
structural similarity of two images. For the i-th spectral band,
it is defined as
 

SSIM(Yi, Ŷi) =
(2µYiµŶi

+ c1)(2σYi,Ŷi
+ c2)

(µ2
Yi
+µ2

Ŷi
+ c1)(σ2

Yi
+σ2

Ŷi
+ c2)

(11)

µYi µŶi
Yi Ŷi σYi

σŶi
Yi Ŷi σYi,Ŷi

Yi Ŷi c1 c2
0.0001 0.0009

where  and  are the means of  and , respectively, 
and  are  the  variances  of  and ,  respectively,  is
the  covariance  of  and ,  and  are  constants  set  as

 and , respectively. The best value of SSIM is 1.
The mean SSIM is estimated by averaging the SSIM values of
all bands in HS data.

To  overcome  some  disadvantages  of  RMSE,  the  universal
image quality index (UIQI) [190] is  proposed to estimate the
global spectral quality as
 

UIUQ(Yi, Ŷi) =
4µYiµŶi

µ2
Yi
µ2

Ŷi

·
σ2

YiŶi

σ2
Yi
σ2

Ŷi

(12)

in  which σ and μ represent  the  variance  and  mean,  respec-
tively. The average value of all spectral bands is the UIQI for
the  HS  image.  The  larger  value  of  UIQI  means  better  esti-
mated results.  

VIII.  Experiments
  

A.  Experiment on Single HS Image SR
In this section, seven methods are selected as the representa-

tive  methods  for  comparison:  3DFCNN  [59],  GDRRN  [46],
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aeDPCN  [81],  SSPSR  [47],  RFSR  [48],  SCFSR  [54]  and
Interactformer  [85].  Among  them,  GDRRN,  SSPSR,  and
RFSR  are  group-based  methods.  The  aeDPCN  method  is  a
two-step approach. 3DFCNN and SCFSR are of 3D structures.
Besides, Interactformer is based on the Transformer structure.
For evaluation, the simulated experiment is  conducted on the
Chikusei  dataset  [187]  with  the  scale  factor  4.  The  HS
imagery is cropped into image patches without overlapping to
form  the  training  and  testing  datasets.  The  original  image
patches  are  treated  as  ground-truth  HR  images,  and  the  LR
inputs are produced by the Bicubic interpolation. The compar-
ison  methods  are  evaluated  by  five  indexes:  PSNR,  SAM
[189],  CC,  RMSE,  and  ERGAS [191],  the  result  of  which  is
listed  in Table II.  We  also  report  the  number  of  parameters
and  computation  time  of  comparing  methods  on  the  Tesla
P100.  The  qualitative  results  of  the  Chikusei  dataset  are
shown in Fig. 9 as well as the error maps.

As shown in Table II, the Interactformer is superior to other
methods  in  terms  of  all  evaluation  metrics  but  with  more
parameters. It can be observed that 3DFCNN and GDRRN fail
in  obtaining  competitive  results  due  to  the  shallow structure.
For  effective  feature  extraction,  3DFCNN applies  3D convo-
lution  to  fully  explore  the  spatial-spectral  correlation.  How-
ever, the computational complexity of 3D convolution is huge,
especially  in  the  HR  space,  resulting  in  lower  computation
efficiency. GDRRN first introduces the group strategy to pro-
cess  the  high-dimensional  HS  image.  Subsequently,  the
group-based  methods  (SSPSR  and  RFSR)  toiler  the  deep
model for the group data,  realizing considerable performance
improvement.  It  can  be  seen  that  the  group-based  methods

have  short  running  times  even  with  large  parameters.  Since
the  2D  convolution  does  not  have  enough  ability  to  extract
spectral  information  while  processing  spatial  information,
SFCSR uses a mixture of 2D and separable 3D convolution to
extract  spectral  and  spatial  features.  Interactformer  achieves
remarkable  results  benefiting  from  the  Transformer  and  3D
convolution network but it has a longer computation time due
to  the  complex  structures.  We  can  find  that  the  aeDPCN
method does not  perform well.  The main reason may be that
the  unmixing  task  introduced  in  the  HS  image  SR  problem
would bring about unexpected errors.

As  demonstrated  in Fig. 9,  for  early  models,  such  as
3DFCNN  and  GDRRN,  they  would  produce  blurry  results
with large reconstruction errors. Due to the shallow structure,
these  methods  have  limited  expression  ability.  Meanwhile,
there are some unexpected artifacts that appear in the predic-
tion  of  the  aeDPCN  method,  which  may  be  caused  by  the
unmixing  task.  For  these  group-based  methods  (SSPSR,
RFSR, and SFCSR) with little difference in performance, the
difference in reconstruction results is small, but there is still a
gap  with  the  ground  truth.  Owing  to  the  Transformer  struc-
ture, the advanced Interactformer method could recover more
details and have a comparatively small error map.  

B.  Experiment on PAN-Based HS Image SR
In this section, eight methods are selected as the representa-

tive methods for comparison: RE-RANet [122], DDLPS [89],
CCNNF  [97],  HyperPNN  [103],  DHP-DARN  [100],  DBDE-
Net [117], RHDN [107] and HyperTransformer [112]. Specif-
ically, DDLPS and CCNNF are model-guided methods. Hyper-

 

TABLE II 

Quantitative Comparisons of Representative Single HS Image SR Methods Evaluated on Chikusei Dataset at the Scale
Factor 4 in Terms of the Number of Parameters, Computation Time, PSNR, SAM, CC, RMSE and ERGAS Indexes.

Method Scale Parameter Time (s) ↑PSNR ↓SAM ↑CC ↓RMSE ↓ERGAS 

3DFCNN [59] 4 39 K 0.291 34.647 3.624 0.9417 0.0142 5.454

GDRRN [46] 4 219 K 0.095 35.027 3.565 0.9501 0.0139 5.286

aeDPCN [81] 4 580 K 0.084 35.312 3.229 0.9683 0.0126 5.107

SSPSR [47] 4 12 875 K 0.306 35.795 2.905 0.9869 0.0087 4.756

RFSR [48] 4 1603 K 0.257 35.984 3.012 0.9835 0.0092 4.828

SFCSR [54] 4 1233 K 1.129 35.601 3.145 0.9746 0.0107 4.933

Interactformer [85] 4 2407 K 1.408 36.121 2.898 0.9875 0.0089 4.741
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Fig. 9.     Qualitative results of representative methods for single HS image SR task.
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PNN  and  DHP-DARN  reconstruct  the  HR  HS  image  in  a
straight  fusion  manner.  DBDENet,  RHDN,  and  HyperTrans-
former  belong to  multistage methods.  RE-RANet  is  an unsu-
pervised algorithm. We conduct the full-resolution and down-
resolution experiments on the Botswana dataset and the patch
with  the  size  of  is  cropped  as  full-resolution  data.
The  PAN  image  is  generated  by  averaging  the  first  thirty
bands.  All  deep  models  are  trained  on  the  down-resolution
data  and  tested  on  the  full-resolution  and  down-resolution,
respectively.  The  scale  factor  is  3.  The  comparison  methods
are evaluated in terms of computation time, PSNR, SAM, CC,
RMSE, and ERGAS.

The  evaluation  performance  is  reported  in Table III.
According  to  the  result,  model-guided  methods  (DDLPS and
CCNNF) have limited reconstruction performance. Since only
several steps are replaced by deep learning models, the whole
framework  still  involves  some  traditional  steps,  such  as
unmixing in  CCNNF and guided filter  in  DDLPS,  leading to
slower inference times, especially in full-resolution testing. It
can be seen that  the straight  fusion methods (HyperPNN and
DHP-DARN)  perform  well  in  both  full-resolution  and
reduced-resolution  scales  with  good  generalization  perfor-
mance  because  of  the  end-to-end  training.  Through  multi-
stage  fusion  (DBDENet,  RHDN,  and  HyperTransformer),
such  approaches  improve  the  SR  performance,  while  in  full-
resolution  testing,  they  suffer  from  a  decrease.  Due  to  the
complex structures, RHDN and HyperTransformer have lower
computation efficiency. To date, a few works have paid atten-
tion  to  the  unsupervised  algorithm.  In  terms  of  quantitative
indexes,  RE-RANet  fails  in  acquiring  competitive  results.

Since  the  spectrum of  HR prediction  is  regularized  with  that
of the LR HS image in RE-RANet, the spectral characteristics
have changed in  the  sampling process.  Thus,  it  is  difficult  to
avoid spectral distortion.

Figs. 10 and 11 show  the  full-resolution  and  down-resolu-
tion  super-resolved  images  of  the  eight  representative  meth-
ods as well as the error maps. From a visual point of view, in
the  down-resolution  scale,  it  can  be  seen  from Fig. 11,  the
multistage  methods  (DBDENet,  RHDN,  and  HyperTrans-
former)  behave  best  in  reconstructing  results.  The  model-
guided  methods  (DDLPS  and  CCNNF)  have  obvious  recon-
struction  errors.  Whereas,  as  for  the  full-resolution  results  in
Fig. 10,  the  straight  fusion  (HyperPNN  and  DHP-DARN)
model realizes superior performance. As shown in Fig. 10, the
unsupervised and model-guided algorithms all generate blurry
images, while large errors occur in multistage methods.  

C.  Experiment on MS-Based HS Image SR

u2

u2

In this section, seven methods are selected as the representa-
tive  methods  for  comparison: uSDN  [144],  MHF-net  [126],
Wei et  al. [143],  PZRes-Net  [156],  UAL  [141],  MoG-DCN
[96]  and -MDN  [146].  Among  them,  MHF-net,  UAL  and
Wei et  al. [143]  are  model-based  methods.  For  decomposi-
tion-based  approaches,  we  choose uSDN  and -MDN  for
comparison. And PZRes-Net is selected as a representative for
other  deep  learning  methods.  We perform the  experiment  on
the  Harvard  [188]  dataset  at  the  scale  factor  32.  The  corre-
sponding  RGB  image  for  the  HR  MS  image  is  obtained  by
Canon EOS 5D Mark II coupled with the HR HS image.

Fig. 12 shows the super-resolved images of the 7 represen-

 

TABLE III 

Quantitative Comparisons on Down-Resolution and Full-Resolution of Representative Pan-Based Methods Evaluated
on Botswana Dataset at the Scale Factor 3 in Terms of Computation Time, PSNR, SAM, CC, RMSE and ERGAS Indexes.

Method d Time (s) ↑PSNR ↓SAM ↑CC ↓RMSE ↓ERGAS 

RE-RANet [122] 3 0.745 / 3.524 26.3064 / 24.5396 6.0458 / 6.1548 0.9012 / 0.8675 0.0263 / 0.0307 1.2676 / 1.3343

DDLPS [89] 3 0.848 / 4.350 27.3945 / 25.6895 4.7763 / 4.4095 0.9311 / 0.9378 0.0270 / 0.0360 1.0768 / 1.1660

CCNNF [97] 3 0.580 / 2.154 26.0061 / 24.2957 3.0517 / 2.7004 0.8984 / 0.8684 0.0253 / 0.0297 1.3612 / 1.3773

HyperPNN [103] 3 0.675 / 2.341 33.9561 / 33.5801 1.5755 / 1.2883 0.9808 / 0.9813 0.0105 / 0.0111 0.5978 / 0.5375

DHP-DARN [100] 3 0.658 / 2.381 34.9803 / 34.1990 1.4413 / 1.2110 0.9846 / 0.9837 0.0096 / 0.0104 0.5281 / 0.4976

DBDENet [117] 3 0.885 / 2.549 34.9656 / 31.8786 1.3472 / 1.6113 0.9847 / 0.9727 0.0086 / 0.0147 0.5399 / 0.6234

RHDN [107] 3 2.087 / 4.821 32.3060 / 30.3349 1.4044 / 1.5538 0.9410 / 0.9411 0.0125 / 0.0153 1.6686 / 1.3597

HyperTransformer [112] 3 1.709 / 5.087 35.7493 / 30.0509 1.2287 / 1.7605 0.9871 / 0.9642 0.0078 / 0.0169 0.5022 / 0.7117
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Fig. 10.     Qualitative full-resolution results of representative methods for PAN-based SR.
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tative  methods,  and  the  corresponding  average  evaluation
performance  as  well  as  the  computation  time  are  shown  in
Table IV.  Based  on  the  experimental  results,  some important
observations can be drawn as follows: uSDN and -MDN are
two  representative  unsupervised  decomposition-based  meth-
ods,  both of  them take a  single  image as  input,  without  rely-

ing  on  the  external  dataset.  Therefore,  these  methods  should
be  reoptimized  on  each  input,  resulting  in  a  longer  running
time.  Since  their  models  are  not  trained  on  the  entire  HS
dataset, the reconstruction performance is not stable, and some
high-frequency edge details cannot be well recovered. For the
model-based  method,  MoG-DCN  can  generate  results  with

 

TABLE IV 

Quantitative Comparisons of Representative MS-Based HS Image SR Methods Evaluated on Harvard Dataset at the
Scale Factor 32 in Terms of Computation Time, PSNR, SAM, CC, RMSE and ERGAS Indexes.

Method d Time (s) ↑PSNR ↓SAM ↑CC ↓RMSE ↓ERGAS 

uSDN [144] 32 43.921 38.7311 5.2048 0.9821 4.3133 0.4513

MHF-net [126] 32 51.653 42.2384 3.9076 0.9900 3.2211 0.3310

Wei et al. [143] 32 0.493 36.9394 4.0163 0.9759 4.5486 0.5448

PZRes-Net [156] 32 0.055 39.9231 3.5939 0.9889 3.2994 0.3621

UAL [141] 32 0.793 44.3841 2.6643 0.9927 2.2581 0.2609

MoG-DCN [96] 32 0.743 36.6360 3.2957 0.9839 4.7215 0.4675

u2-MDN [146] 32 46.207 38.3421 5.2618 0.9742 4.2218 0.4836
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Fig. 11.     Qualitative down-resolution results of representative methods for PAN-based SR.
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Fig. 12.     Qualitative results of representative methods for MS-based HS image SR task.
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relatively  good  spectral  fidelity,  however,  there  are  unfavor-
able  artifacts  in  reconstruction  results,  which  is  obvious  in
error maps exhibited in Fig. 12. The super-resolved images by
Wei et al. [143] contain fake lines and dots, resulting in poor
visual  effects.  MHF-net  carefully  designs  a  fusion  network
with high interpretability according to the unfolded optimiza-
tion algorithm, and the spatial information of the image is well
reconstructed. Since the MHF-net involves iterative optimiza-
tion,  the  inference time is  long.  UAL sufficiently  utilizes  the
knowledge  from  both  the  HS  images  and  RGB  images
through  the  proposed  self-guiding  module,  leading  to  both
spatial-spectral  consistent  results.  Unlike  the  two  types  of
methods  mentioned  above,  PZRes-Net  fails  to  recover  com-
petitive  results  because  it  realizes  the  RGB  and  HS  image
fusion from the perspective of the wavelet decomposition. The
zero-mean  normalization  applied  in  the  network  changes  the
pixel  value  distribution,  resulting  in  significant  global  devia-
tions  between  the  reconstructed  image  and  the  ground-truth
image.  

IX.  Applications

HS image SR can effectively improve the spatial resolution
and  provide  more  high-frequency  details  for  high-level  com-
puter vision tasks,  so as to improve the performance of these
applications. We will briefly introduce several typical applica-
tions,  e.g.,  ground  object  classification,  urban  change  detec-
tion,  ecosystem  monitoring  and  medical  imaging,  which  can
intuitively  demonstrate  the  importance  of  HS  image  SR.
Examples of three applications are exhibited in Fig. 13.  

A.  Ground Object Classification
Ground  object  classification  and  mapping  are  essential  in

forestry, agriculture, mineral, and other environmental studies,
including  plant  classification  [193],  soil  composition  estima-
tion [194], mineral exploration [195] and many other applica-
tions.  Specifically,  remote  sensing  and  land-use  vegetation
classification is seldom performed without ground truth or the
collection  of  reference  data.  Spectrometers  used  in  forestry
investigations can obtain spectral signatures for the classifica-
tion  and  mapping  of  vegetation,  ecosystem productivity,  and
crop type, or yield. The soil composition controls the dynam-
ics  of  various  agrochemical  processes  in  the  soil.  Thereby,

monitoring, mapping, and describing the spatial variability of
soil  composition  are  the  key  prerequisites  for  understanding
the  effects  of  agricultural  practices  on  soil  composition
changes. In earth science, geologic scientists have utilized the
advantages of HS imaging in different geological applications,
such as the mineral industry, water quality determination, oil,
and gas industries. HS imaging at various scales can be diag-
nostic in mineralogic and lithological mapping in different cli-
mate and tectonic settings.

Due  to  distinct  spectral  response  features,  ground  objects
are  distinguishable  through  their  spectral  patterns.  Therefore,
by recording the subtle reflection information in the spectrum,
HS  imagery  as  one  of  the  available  data  sources  in  remote
sensing  can  classify  the  ground  object  within  large  areas,
which  should  be  provided  in  a  sufficient  spatial  resolution.
Nowadays,  some  investigations  have  demonstrated  benefits
derived  from  the  improvement  of  spatial  resolution  through
SR,  which  motivated  the  development  of  a  large  number  of
techniques for HS image SR.  

B.  Urban Change Detection
Urban  change  detection  uses  multiperiod  remote  sensing

satellite  image  technology  to  judge  whether  changes  have
occurred,  to  determine  where  changes  have  occurred,  and  to
identify  the  types  of  changes.  Timely  and  accurate  change
detection in the urban is rather significant for urban develop-
ment and resource management [6].  Remote sensing technol-
ogy provides a  large-scale view of the landscape over a  long
period  of  time  and  has  been  demonstrated  to  be  an  efficient
method for change detection. HS sensors measure radiance by
a  large  number  of  bands  covering  a  wide  spectral  range.
Owing  to  the  fine  spectral  resolution,  HS  data  supply  more
detailed  information  on  spectral  changes  than  MS  data,
improving  the  change  detection  performance.  An  important
issue to be addressed is the effect of different spectral and spa-
tial resolutions on prediction. Besides, the signal-to-noise ratio
(SNR) of sensors is another important issue that affects detec-
tion  ability.  Fortunately,  the  HS  image  SR  techniques  could
overcome  the  spatial  resolution  limitation,  further  promoting
the development of urban change detection [196].  

C.  Ecosystem Monitoring
Ecosystem monitoring refers to the observation and investi-

gation of land, sea, and vegetation by analyzing HS images to
prevent disasters,  such as flooding [197] and [198],  fire,  bio-
logical  invasion,  etc.  However,  with  the  wealth  of  spectral
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Fig. 13.     Examples  of  three  applications:  (a)  Ground  object  classification  of  the  WHU-Hi-HanChuan  dataset  [192];  (b)  Urban  changes,  taken  on  the  years
2013 and 2015 with the AVIRIS sensor over the Santa Barbara region, California1; (c) Ecosystem monitoring of submerged aquatic vegetation and the possible
invasive algae2; (d) Hyperspectral medical imaging.
 

  
1 https://citius.usc.es/investigacion/datasets/hyperspectral-change-detection-d-
ataset.
2 https://eros.usgs.gov/doi-remote-sensing-activities/2015/usgs/hyperspectral-
analysis-submerged-aquatic-vegetation.
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information,  the  spatial  resolution  is  sacrificed  in  HS  data.
The spatial property of the HS image depends on the design of
the  sensor  in  terms  of  its  field  of  view  and  the  altitude  at
which  it  operates  above  the  surface.  Each  of  the  detectors  in
an HS sensor measures the energy received from a finite patch
on  the  ground  surface,  which  is  hard  to  upgrade.  In  other
words,  the  low  spatial  resolution  of  HS  images  restricts  the
further improvement of the accuracy of ecosystem monitoring.
The  HS  image  SR  is  evolving  as  a  robust  technique  to
improve  spatial  resolution.  With  or  without  the  auxiliary
images,  the  SR  techniques  for  HS  images  can  get  reliable
results from image processing [199].  

D.  Medical Imaging
HS  imaging  can  obtain  broad-area  images  of  tissues  and

provide  spatial  and  spectral  information  about  some  tissue
samples.  It  reflects  the  quality  features  such  as  the  size  and
shape of these samples, as well as their internal texture struc-
ture  and  composition  differences,  which  plays  an  important
role in medical diagnostic and surgical guidance [200], [201].

However,  since  the  deep-learning  techniques  in  HS  image
processing are still at the stage of theoretical development and
technical  exploration,  hyperspectral  medical  diagnosis is  lim-
ited by the bottleneck of HS image processing. How to extract
richer information at high spectral resolution and spatial reso-
lution  without  losing  some  details,  is  still  a  challenge  to  be
tackled  in  spectral  image  processing.  To  this  end,  HS  image
SR could provide fine spatial resolution for HS medical diag-
nosis,  improving  diagnostic  accuracy.  Since  hyperspectral
images  are  acquired  in  a  large  number  of  bands,  the  images
contain a lot  of useful  information with superfluous informa-
tion such as background and electrical noise, which makes the
analysis  of  the  images difficult.  Thereby,  HS image SR is  of
great  significance  in  HS image  pre-processing.  As  HS imag-
ing  continues  to  evolve,  more  studies  refine  the  algorithm to
ensure  the  accountability  of  HSI  analysis  for  routine  clinical
use [202].  

X.  Challenges and Guidelines

The HS image SR has made significant progress in the past
decade.  However,  there  still  remain  some  challenges.  We
present  the  existing  challenges  and  new guidance  for  the  HS
image SR.  

A.  Degradation Process
A general  solution  to  the  HS image  SR problem is  assum-

ing  that  the  degradation  process  (PSF or  SRF)  is  known and
fixed, e.g., bicubic downsampling and Gaussian blurring, and
then  constructing  a  deep  neural  network  and  performing  SR
reconstruction  through  data-driven.  Thus,  in  the  case  of  the
same degradation in the simulated experiment, these methods
have  realized  increasing  objective  SR  performance  based  on
the perfectly-known PSF or SRF. However, in real-world sce-
narios,  the image degradation models are usually diverse and
unknown due to the imaging and transmission process. There
is often a mismatch between the simple assumptions adopted
in  existing  HS  image  SR  algorithms  and  the  degradation  of
real  inputs.  Thus,  even  if  the  degradation  process  is  slightly

different,  the  performance  of  these  methods  will  be  severely
decreased,  which  brings  difficulties  to  the  practical  applica-
tion of these data-driven methods in real data. In recent years,
a  few scholars  have  paid  attention  to  the  practical  HS image
SR  problem  where  the  degradation  process  is  unknown,  try-
ing to estimate the degradation process in advance [129].  

B.  Image Registration
The  popular  HS  image  SR  methods  are  fusion-based

approaches that super-resolve the LR HS image with the assis-
tance of auxiliary images of high spatial resolution. However,
the  introduction  of  auxiliary  images  inevitably  brings  a  new
problem: image registration, which is also a difficult task to be
solved. The image registration aims to geometrically align two
images  of  the  same scene  acquired  by  different  sensors  or  at
different  times  or  from  different  views.  Since  the  auxiliary
image  is  requested  to  be  captured  at  the  same  scene  as  the
observed  one,  image  registration  is  a  crucial  pre-processing
step, especially in the real scenario where an auxiliary image
exists.  Although  image  registration  approaches  [203]–[205]
have  been  extensively  studied,  most  fusion-based  HS  image
SR methods assume that the auxiliary image and the input LR
HS image are  well  aligned.  On the contrary,  there  is  no case
that  remote  sensing  satellites  provide  data  from  multiple
sources  without  deformation.  Recently,  several  approaches
consider image registration with the fusion task to reduce the
distortion, which needs further development [146], [147].  

C.  Zero-Shot Learning
Zero-shot learning intends to train the deep learning model

on the data to be super-resolved. In the training phase, the LR
image is learned from the observation, which conforms to the
real scenarios. In this way, the paired LR-HR training data is
scene-specific and degradation-specific, benefiting the testing
procedure that the observed image is used as the input of the
SR model. Besides, large amounts of paired data are no longer
required to drive deep models. In view of the properties of HS
images,  zero-shot  learning  has  two  advantages  in  the  HS
image SR task. First, most of the HS image dataset consists of
one HS imagery according to Table 8. The insufficient data is
suitable for zero-learning methods. Second, since the observa-
tional  models,  spectral  range,  recording  scene,  and  the  num-
ber of spectral bands differ in different datasets, a well-trained
SR  model  derived  from  one  dataset  can  not  be  used  for  the
other  dataset.  Consequently,  the  existing  learning-based  HS
image  SR  methods  for  HS  images  have  poor  generalization
ability.  In this case, zero-shot learning can be easily adaptive
for any HS image dataset. Therefore, zero-shot learning would
be an important topic in future HS image SR research.  

XI.  Conclusions

As an algorithm technique, HS image SR has played a criti-
cal role in various fields, including the classification and map-
ping,  change  detection  and  remote  sensing  monitoring.  In
recent years,  an increasing number of HS image SR methods
based  on  deep  learning  have  been  presented  to  improve  spa-
tial  resolution of  the  HS image.  In  order  to  provide  effective
reference and understanding for relevant researchers and tech-
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nicians,  this  survey comprehensively analyzes the latest  deep
learning-based methods in the field of HS image SR. We dis-
cuss  the  characteristics  of  various  methods  with  or  without
auxiliary  information  and  directions  for  further  improvement
are  also  provided.  In  addition,  we  also  conduct  performance
comparisons between representative approaches in each cate-
gory,  and  introduce  some  typical  applications  of  HS  image
SR.
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